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Inviscid spatially compact vortices (such as the Rankine vortex) have discrete Kelvin
modes. For these modes, the critical radius, at which the rotation frequency of the
wave matches the angular velocity of the fluid, lies outside the vortex core. When
such a vortex is not perfectly compact, but has a weak vorticity distribution beyond
the core, these Kelvin disturbances are singular at the critical radius and become
‘quasi-modes’. These are not true eigenmodes but have streamfunction perturbations
that decay exponentially with time while the associated vorticity wraps up into a tight
spiral without decay. We use a matched asymptotic expansion to derive a simplified
description of weakly nonlinear, externally forced quasi-modes.

We consider the excitation and subsequent evolution of finite-amplitude quasi-
modes excited with azimuthal wavenumber 2. Provided the forcing amplitude is
below a certain critical amplitude, the quasi-mode decays and the disturbed vortex
returns to axisymmetry. If the amplitude of the forcing is above critical, then nonlinear
effects arrest the decay and cat’s eye patterns form. Thus the vortex is permanently
deformed into a tripolar structure.

1. Introduction

The development of non-axisymmetric perturbations on a stable vortex is a classical
problem in fluid mechanics and needs little introduction. The exploration of perturbed
vortices began with Rayleigh (1880) and Kelvin (1880). But recent works show that
certain aspects of even the linear problem are still not entirely resolved (Bernoff
& Lingevitch 1994; Lingevitch & Bernoff 1995; Montgomery & Kallenbach 1997;
Bassom & Gilbert 1998; Schecter et al. 1999; Schecter 1999). These studies explore
the linear theory of axisymmetrization. The issue is whether the streamfunction of a
perturbed, stable vortex will eventually return to axisymmetry as a result of the tight
spiral winding of non-axisymmetrical structure in vorticity. In this regard, Bassom
& Gilbert (1998) show that the streamfunction of a linearly perturbed Gaussian
vortex returns to axisymmetry via an inviscid algebraic decay. But it is only the
streamfunction which relaxes to axisymmetry: the vorticity perturbation is wound up
without decay in amplitude. The algebraic decay of the streamfunction is a result
of the coarse-graining or averaging effect of the inverse Laplacian operator on the
increasingly finely scaled vorticity.

However, axisymmetry cannot be the universal fate of all linear perturbations
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FIGURE 1. The family of compact vortices (defined in (2.3)) that approximate the Gaussian vortex
(with vorticity Zg = Zmax €xp (—1?/R%)). (a) Vorticity, Z /Zmax, and (b) the scaled angular velocity,
Q/Z max, for p between 0 and 5. The Gaussian vortex corresponds formally to p — co. (¢) The small
parameter € defined in (2.14) as a function of p.

to all vortices. In particular, spatially compact vorticesf may support wave-like
disturbances riding on the vortex rim, or Kelvin modes. The streamfunction of a
linearly perturbed compact vortex never returns to axisymmetry because these Kelvin
modes are undamped. The best known example of Kelvin modes is provided by
the Rankine or top-hat vortex (Batchelor 1967). The persistently non-axisymmetric
vortices seen in contour dynamic calculations of Dritschel (1998) exemplify these
undamped disturbances in the fully nonlinear regime.

It is irritating that conclusions concerning important physical issues, such as the
long-term relaxation of the streamfunction to axisymmetry, seem to turn on fussy
mathematical restrictions concerning the smoothness or compactness of the vorticity
profile. For example, the Gaussian vortex can be closely approximated by smooth
compact vortices (see figure 1) and so it seems unreasonable that there can be any real
physically important difference between the evolution of perturbations on a Gaussian
vortex and one of its close approximants. Part of our purpose is to understand how
the two can differ so.

In addition to theoretical issues, an important motivation for this paper comes from
experiments with non-neutral plasmas (Driscoll & Fine 1990; Gould 1994; Cass 1998)
and rapidly rotating fluids (van Heijst, Kloosterziel & Williams 1991), both of which

1 By a ‘compact’ vortex we mean that the vorticity is zero outside some radius R. A ‘top-hat’
vortex is compact, but a Gaussian vortex is non-compact.
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provide laboratory analogues for two-dimensional fluid mechanics. In these contexts,
it is possible to study perturbations by, for example, briefly imposing an external
irrotational flow that elliptically distorts an axisymmetrical vortex. Disturbances then
have finite amplitude, and the evolution of nonlinear perturbations is not necessarily
predicted by linear theory.

The importance of nonlinear effects is clearly illustrated by analogous problems
in plasma physics, where the decay of the streamfunction has an analogue in the
Landau damping of the electric field. In that subject, it is a widely accepted view
that perturbations of sufficient amplitude do not decay back to the undisturbed state
(Sugihara & Kamimura 1972; Feix, Bertrand & Ghizzo 1994; Manfredi 1997). Instead
the disturbance excites a finite-amplitude wave, known in plasma physics as a BGK-
mode (Bernstein, Greene & Kruskal 1958). The main results of this article are to show
that nonlinearity also operates to arrest the decay of streamfunction perturbations
on a fluid vortex (as suggested by numerical simulations, e.g. Rossi, Lingevitch &
Bernoff 1997; Moller & Montgomery 1999), and to estimate the threshold amplitude.
The analogue of the BGK-mode is a cat’s eye structure which, in the case of an
elliptical perturbation, takes the form of a tripole, as seen in experiments (van Heijst
et al. 1991; Cass 1998). The formation of these structures highlights the inadequacy
of linear theory. Rather, the outstanding issue is to determine the threshold amplitude
that must be exceeded in order to form a multipole.

The approach we follow in this article is to construct compact approximations
to smooth, non-compact vortices. The compact approximant possesses a Kelvin
mode although the smooth vortex does not. Thus, we follow an asymptotic route
to understand how the Kelvin mode disappears as the compact vortex is deformed
into a non-compact structure. This perturbation scheme shows that the Kelvin mode
is replaced by a quasi-mode (see also Briggs, Daugherty & Levy 1970). In linear
theory, a quasi-mode is a special solution of the initial-value problem in which
the streamfunction decays exponentially, but the vorticity inexorably wraps into a
filamentary spiral without decay.

The strategy is illustrated in figure 1. There, we replace the Gaussian vortex
by a family of compact approximants. The magnitude of the error is small (see
panel c¢) and provides us with a small parameter with which we can organize an
asymptotic expansion. With a suitable scaling of the amplitude of the disturbance
we can simultaneously capture finite-amplitude effects and derive a weakly nonlinear
description of the Kelvin quasi-mode.

Although our focus is on externally perturbed stable vortices, the mathematical
approach is much like weakly nonlinear theories of marginally unstable normal
modes in ideal shear flows (Stewartson 1981; Churilov & Shukhman 1987; Goldstein
& Leib 1988). A unifying feature of these weakly nonlinear expansions is an apparent
singularity of the linear theory, known as the ‘critical level’. For the vortex, the
singularity occurs at the radius where the rotation rate matches the rotation frequency
of a Kelvin mode. We refer to this radius as the critical radius. The singularity is an
unphysical artifact of inviscid linear theory, and signals the need to include additional
physics in a slender region surrounding the critical radius. This annular region is the
critical ‘layer’. Within the critical layer, without viscosity, the vorticity develops on an
increasingly fine scale. To capture these details we develop an asymptotic expansion
outside the critical layer which recapitulates the normal-mode solution. The critical-
level singularity in this ‘outer’ solution is then healed by finding an ‘inner’ solution
within the critical layer. The two solutions must be matched together in order to
complete the reduction of the problem. The recipe is therefore a matched asymptotic
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expansion. A parallel approach is taken by Le Dizes (2000). The main difference
between the two approaches is the role of viscosity which is sufficiently strong in
Le Dizes’s analysis to render the critical layer quasi-steady. By contrast, we ignore
viscosity completely and develop a theory of non-steady, critical layers.

2. Formulation
2.1. The equations

In ideal fluid theory, any circular vortex with rotation rate Q(r) and vorticity Z(r) =
rQ’ + 2Q is a possible equilibrium. Here, we confine attention to stable vortices for
which Q(r) and Z(r) are monotonically non-increasing functions of the radius r. In
polar coordinates (r,0), the Euler equation governing perturbations to such a basic
state is
oy +v™.0) _
or,0)
In (2.1), the disturbance vorticity { and the disturbance streamfunction yp are related
by

rl + Qrio — (o + v§HZ' + 0. (2.1)

C= o+ 17"+ 10, (2.2)
Also in (2.1), p*(x, y, t) is an externally imposed, irrotational (V> = 0) streamfunc-
tion which models the perturbing influence of distant vortices or boundary conditions.
™' azimuthally disturbs the basic-state vorticity distribution Z(r); the issue is how,
or if, such a perturbation relaxes back to axisymmetry. We solve these equations on
the infinite domain, r € [0,00) and 0 < 0 < 27, subject to the boundary conditions,
p, = 0 and { — 0 as r — oo, regularity at the origin and periodicity in 6.

2.2. Compact vortices

We begin by considering a special class of basic-state vortices, namely ‘compact
vortices’, for which Z(r) = 0 if »r > Rc. We refer to Rc as the ‘edge’ of the compact
vortex. These compact vortex profiles will be used to approximate extended smooth
vortices such as the Gaussian, Zg(r) = Znay exp (—r?/R%). The latter have no sharp
edge, but their vorticity distribution has a characteristic radial length scale, such as
Rg.
Though we develop the theory for a general compact vortex, as a specific illustration
it is helpful to consider the family defined by
[1 —(r/Rc)*? if 0<r<Rc,
ZC(V) = Zmax { 0 (23)

if Re <r.

The rotation rate of the family is given by

r 1—[1—(r/Rc)*PHt if 0 <r < Rg,
Q V)= —— 2.4
" 2nr2{1 if Re <, 24
where the total circulation is
o0 2
I = 271/ Ze(ryrdr = M (2.5)
0 pt+1

The special case p = 0 is the well known Rankine vortex. If p — oo with

Rc =RgVp+1, (2.6)
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then Zc limits to the non-compact Gaussian vortex Zg = Zmax €xp (—r?/R%) (see
figure 1). In other words, we prescribe the family of compact approximants so that
the circulation and peak vorticity are independent of p and equal to those of the
Gaussian.

2.3. The Kelvin modes of compact vortices

Compact vortices sometimes possess ‘Kelvin modes’ (and sometimes they do not).
This means that if we linearize (2.1) and look for modal solutions,

[w(r,0,1),(r,0,0] = [f(r), g(r)]exp [im(0 — w,0)], g =f"+r7'f —m’rf, (2.7)

then the eigenproblem for w,,,

(Qc —wn)rg =Z(f, (2.8)
sometimes has solutions for which the critical radius r,, defined implicitly by
Wy = Qc(r) (definition of r,,), (2.9)

satisfies r,, > Rc.
The Rankine or top-hat vortex, p = 0 in (2.3), provides the simplest illustration of
a vortex with Kelvin modes. The modal solution of (2.7) and (2.8) is

—1

Wy = L Z maxo rm = Re m > Rc. (210)
2m m—1

Thus, for all azimuthal wavenumbers m, the critical radius r,, is in the domain r > R¢

where the Rankine vortex has Z¢(r) = 0. The eigenfunctions which accompany w,, in
(2.9) are

and g, (r) = — (r'”)m in;é(r — Ro).

Rc

fu(r)= ( P > {(V/Rc)'" if r < R,

Rc) | (r/Re)™ if r> Re,

(2.11)

The factor (r,,/Rc)™ is included so that the eigenmode satisfies the normalization
condition f(r,) = 1. The eigenfunctions above have a singularity at »r = R which
corresponds to the discontinuity in the vorticity of the basic state at r = Rc. But there
is no singularity at the critical radius, r,,.

For general vortices, the streamfunction f(r) contains both regular and singular
Frobenius solutions at the critical radius: freg = (r—7ry,)+- - and fng = 14+Z'(r,)(r —
rm)log|r —ry| + - -+, respectively. Moreover, a standard construction shows that the
regular solution alone cannot satisfy the boundary conditions. Compact vortices may
avoid the irregularity in fgy,, if 1, > Rc because Z((r,) = 0. These are the Kelvin
modes. In this case, ‘The disturbing infinity in Lord Rayleigh’s solution’ noted by
Kelvin in 1880 (and now known as the critical-level singularity) has no effect on the
dynamics.

At this point we have shown that the Rankine vortex (p = 0) has a Kelvin mode
for every value of m yet the Gaussian vortex (p = o0) has only a trivial Kelvin mode
with m = 1 (for a discussion of this m = 1 translation mode see Bernoff & Lingevitch
1994). 1t is natural to enquire how the Kelvin modes disappear as p increases from
zero to infinity. We solve the eigenvalue problem by numerical means in order to
determine when these modes disappear, and we find that Kelvin modes exist the
(m, p)-plane only below the curve in figure 2. Notice that the vortex with p = 1,
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FIGURE 2. The family of compact vortices Z in (2.3) has a Kelvin mode with azimuthal wavenumber
m in the region below the curve. For computational purposes, the azimuthal wavenumber m has
been treated as a continuous variable.
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FIGURE 3. Streamfunction and vorticity eigenfunctions f and g for the p = 2 member of the family
(2.3). The azimuthal wavenumber is m = 2 and the eigenfunction f is normalized so that f(r;) = 1
where r, = 1.027Rc is the critical radius of the m = 2 mode.

like that for p = 0, possesses a full set of Kelvin modes. But if p > 1 then Kelvin
modes exist only when p is less than some cut-off; the cut-off is the curve p = pci(m)
displayed in figure 2. As p increases, mode m disappears when the critical radius r,
first encounters the edge of the compact vortex at » = Rc.}

2.4. The m = 2 Kelvin mode of the p = 2 vortex

As an illustration of the Kelvin modes which exist on compact vortices with smooth
edges we consider the m = 2 Kelvin mode of the p = 2 vortex. Numerical calculations
locate an m = 2 Kelvin mode solution with w, = 0.1571Z ., and r, = 1.027R, which
shows that the critical radius is only slightly outside the edge of the p = 2 vortex.

Figure 3 shows the functions f(r) and g(r) defined in (2.7); the vorticity eigenfunc-
tion g is non-zero only in the region 0 < r < Rc where Zc(r) # 0. We use a frame
which is corotating with the modal disturbance so that the new azimuthal coordinate
i1s 3 = 0 — w,t. If Y(r) is the streamfunction of the vortex in the original frame, then
in the 9-frame the total streamfunction is

w(r,9) = P(r) — twar? + 555 REZmax f(r) cos (29). (2.12)

The factor REZ .y is included for dimensional consistency and the fraction, 1/200,
on purely aesthetic grounds to ensure that there is, visually, a strong distortion of

1 A similar phenomenon arises in shear flow in channels: broken-line profiles have discrete
modes, but smooth shears typically do not, so as one smooths out the broken lines, the discrete
modes must merge with the continuum.
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FIGURE 4. Total streamfunction in (2.12); the dotted circle shows the edge of the compact vorticity
distribution of the basic state.

the basic-state vortex by the m = 2 mode (see figure 4). The distorted vortex has a
tripolar structure (Driscoll & Fine 1990; van Heijst et al. 1991).

2.5. Skirted vortices

Our main goal is to determine how the Kelvin mode of a compact vortex becomes
excited by external forcing, and how that mode is affected if a small amount of
vorticity is introduced near the critical radius r,. We address these issues by adding
a small, non-compact, axisymmetric vorticity perturbation to a compact vortex. We
refer to the small additional vorticity, which creates a dynamically important critical
layer at r,, as a ‘skirt’.

Thus, if Zc(r) and Qc¢(r) denote the vorticity and rotation rate of a compact vortex,
then the new profile is

Z(r)=Zc(r)+€Zs(r),  Q(r) = Qc(r) + eQs(r), (2.13)
where Zs(r) and Qg(r) are the skirt profiles. The small parameter € is defined so that

max Zs(r) = Zmax (definition of ¢). (2.14)

Figure 1 shows that the Gaussian vorticity profile, Zg = Zyay exp (—r?/R%), can be
represented as the sum of a dominant compact vortex and a smaller skirt. Specifically,
in figure 1, where p = 0 to 5, one has e = 0.366, 0.135, 0.057, and so on.

However, in fact, we are unable to make the error arbitrarily small: the perturbation
scheme in §3 is founded on the existence of a Kelvin wave to leading order. If we
take p to be too large, that mode disappears. Hence, the precision of the perturbation
expansion has a limit. For m = 2, we cannot take p to exceed a value much above 2,
and so our small parameter is 0.057 or more. Perhaps other forms for the compact
approximant would work better than the particular family used here and furnish
smaller values for e, but we have not explored this any further.

3. The expansion

In this section we consider a compact vortex which has an m = 2 Kelvin mode
with a critical radius at r = r,. With the addition of a small skirt there is then a
dynamically consequential singularity at critical radius r,. As a direct consequence,
the Kelvin mode ceases to exist as a true eigenmode of the vortex. Instead, the
disturbance that at leading order resembles the original Kelvin mode begins to wrap
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up the vorticity distribution of the skirt in a thin region surrounding the critical
ring. The goal of the expansion is to focus attention on the neighbourhood of r, and
obtain a simplified description of this critical layer. Whilst the details are different, the
procedure is similar to the matching calculation performed by Benney & Bergeron
(1969) for inviscid shears, and to the forced critical layer problem of Stewartson
(1978) and Warn & Warn (1978). The problem also shares the same philosophy as
the division of a plasma into non-resonant and resonant electrons in the single-wave
model of O’Neil, Winfree & Malmberg (1971; see also O’Neil 1965, and Imamura,
Sugihara & Taniuti 1969).

To ease the exposition we develop the expansion for the special case m = 2. There is
no essential difficulty in repeating the calculation with other azimuthal wavenumbers
m > 2. However the first azimuthal mode, m = 1, differs essentially from the others
because it describes, in part, the translation of the vortex as a whole. In fact, when
the m = 1 components of p®* are irrotational, this part of the disturbance is removed
exactly by changing the frame of reference (Bernoff & Lingevitch 1994).

The expansion is launched by throwing (2.13) into (2.1) and making the additional
scaling assumptions that

[p(r,0,1),((r,0,t)] = e [p(r, 9,7),((r,9,7)], U, 0,t) - Ep™i(r,9,7).  (3.1)

In (3.1) we have also changed frame so that the coordinate system is corotating with
the speed of the compact vortex at r,:

9 =0 — wat, T = €t. (3.2)

The variables now depend only on the slow time 7, so we assume that the change of
frame in the definition of 3 absorbs the fast time dependence. The scaling assumptions
in (3.1) and (3.2) ensure that the nonlinear terms appear at the same order as the
external forcing.

The scaled equations of motion are

20y 4+ ep™.0)

erle+(Qc + eQurly — (yy + epi)Ze +eZ) + €5 Ha =00 (33)
In (3.3),
Qc(r) = Qc(r) — Qc(r2) (3.4)
is, to leading order, the rotation rate in new frame.
We assume that the external perturbation has the irrotational form
wext — rZ [B(T)eZil) + B*(T)e—ﬁ{)]' (35)

This ensures that the m = 2 Kelvin mode of the leading-order vortex is excited by
the irrotational flow of a distant vorticity field. Note that we have taken the forcing
to rotate with the angular pattern speed of the Kelvin wave. This is not essential and
we could introduce a Fourier decomposition of a general forcing. The point is that,
at the weak forcing amplitudes used in the expansion (order €?), only the components
which are ‘resonant’ matter. Hence we simply take the form (3.5) and ignore the
non-resonant components.
The solution [y, ] of (3.3) is now expanded in the sequences

p=y'tep'+, ="+l (3.6)
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3.1. The outer solution at leading order
On substituting (3.6) into (3.3), the leading-order equation is

Qerld = ZLys, (3.7)
with the solution,
", (%1 = alf. gl a(9,7) = a(r)e™ + 4" (v)e . (3.8)

In (3.8), a(t) is the amplitude of the Kelvin eigenmode of the compact vortex Zc.
The leading-order streamfunction evaluated at r, will appear prominently in the final
reduced description, and so it is convenient to normalize the eigenfunction f(r) with
f(r2) = 1. With this convention, y°(r,, 9,7) = a(3, 7).

Our amplitude a(t) is not yet determined, but we follow the usual path of asymp-
totics: we proceed to higher order with the aim of enforcing a solvability condition
on the next-order corrections. This has two effects: solvability ensures that the
asymptotic ordering of the solution remains intact, and the solvability condition, the
Fredholm Alternative, provides the evolution equation for a(r). In the present case,
however, there are some subtleties in the theory that significantly enrich the asymptotic
description. These originate completely as a result of critical-radius singularity.

3.2. The outer solution at order €
At the next order, one has

Qctlpy = —r(? — Qsrl) + Ziw) + ZLps™, (39)
where ./ is the self-adjoint operator
M = 0,70, — 1710} — Q' ZL. (3.10)

(Because Zc(r;) = 0, the coefficient Qz'Z( in (3.10) is non-singular.) Note that
Mf=0.

Equation (3.9) is where problems with solvability arise; this equation has singular
solutions and these must be avoided by fixing the evolutionary behaviour of a(t).
With the Fredholm alternative in sight, one multiplies (3.9) by Qc!(r). At this juncture,
one must be sensitively aware that Qc(r,) = 0. Consequently, the resulting right-hand
side contains a critical-level singularity associated with the skirt vorticity gradient.
The physical interpretation of this singularity is that the external forcing excites
a disturbance that to leading order takes the form of the Kelvin wave. But this
disturbance wraps up the skirt vorticity gradient over a slender annulus surrounding
the critical radius. In the fashion of a resonant response, this action generates a
compact vorticity distribution that appears singular outside the annular region. We
capture the effect explicitly by writing

My = —Q 0 + Qs — ZEw) — ZLpS] + p(9,1)rd(r — 1), (3.11)

where the final term in (3.11), p(3, 7)rd(r — r;), is a formal device to represent the
concentrated vorticity at the critical radius r,. This concentration is resolved separately
in the annular critical layer using a different expansion, given below. Notice that p(9, 7)
is the only term on the right-hand side of (3.11) containing azimuthal harmonics other
than m = 2.

The solution of (3.11) can be represented as

[p' (8,0, p(8, 0] = D €[y (r,7), pu(D)]. (3.12)

m=—0o0
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If m 5 2 then projecting (3.11) onto exp (im9) gives
/%,,@il = —imilpmrzé(r — 1), (3.13)

where ., is .4 in (3.10) with dy — im. Once p(3,7) is obtained with an analysis
of the critical layer, there is no difficulty in solving (3.13) because .#,, (with m % 2)
has no non-trivial null functions. Thus, the terms with m # 2 in (3.12) are a passive
response of the outer flow to the concentrated vorticity in the critical layer.

3.3. The resonant terms at order €
The resonant harmonic in (3.11) is m = 2; projecting onto exp (2i9) gives

Mypy = Q' [Lirga, — rQsga+ Zifa+ z/crziy] — Liparad(r —ra). (3.14)

To obtain (3.14) we have used the form of = in (3.5) and y° in (3.8).

Because g(r;) = 0, the right-hand side of (3.14) has only two singularities: the
5(r —r,), and the pole (r —ry)~" in the term Qg'Z{fa. These singularities prevent a
blithe application of the Fredholm Alternative to (3.14). Instead, we rewrite (3.14) as

Maph = R+ rataf 5 Liporyd(r — ), (3.15)
r—ry
where the constant p, is

b = Zé(”z)/”zﬁ/c(i’z)- (3.16)

The non-singular terms on the right-hand side of (3.15) are collected in

~ A Z,
2 = Q' [(i/2)rga. — rQsga + ZLrb] + [S - "2“2] fa. (3.17)
QC r—r

In anticipation of the matching problem, we extract two properties of p} from
(3.15) and (3.17). First, it follows from (3.15) that in the neighbourhood of r,, ) has
the form

¢ ifr<n,

a(r,9,7) = p3(r2, 9,7) + po(r — 1) In |r —r2|&+(r—r2){ it r >, (3.18)

The neglected terms in the expansion (3.18) are O[(r — r2)*In |r — 1,]].
Next, using a variant of the Fredholm procedure, we can calculate ¢t —¢~. To do
this, take r~ < r, <r* and form the combination

I
0 rt

On taking the limits #~ 1 r, and r* | r,, one finds

f % (3.15)dr. (3.19)

o 0 2
ct—c =yt / fRdr — ,uza% f dr, (3.20)
0 o '—n
where the principal part integral in (3.20) is
0 2 e 0 2 -
4 drzlim{ / +/ I dr—ml|" rz}. (3.21)
0 I'—nr rf—r, 0 o+ r—ry — I

The integral above is independent of the fashion in which r* and r~ approach r,.
(It is convenient, but not essential, to obtain a standard principal part by taking the
limit with 1, —r~ =71" —1,.)
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On substituting the definition of # in (3.17) into (3.20) and rearranging, we find

718, + (F2+ I3+ I = Ish+ (¢t — ), (3.22)
where
Rc Rc 0 Rc .2 7/
le—/ I8 g, /25/ rosfe g, JSE/ e g, (323
0 2rfc 0o 18c 0o Qe
and

o0 Z/ 0 2
Iy =— / ( s _ ’“) f2dr, g4 = _u# I~ ar (3.24)
0 \nQc r—n o I'—1

By using f/Qc = rg/Z(, one can show that .#; > 0. To obtain an expression for the
jump, ¢t — ¢, in (3.22) we turn to an analysis of the critical layer at r,.

3.4. The critical layer at r,
In the inner region, an appropriate radial variable is

Y =el(r—mn). (3.29)
The expansion of the streamfunction is
w =902, 8,0) + e[ (2, 8,7) + Y (r2, 8, 0] + € Ine Y (2, 9, 7)
+e (¢ + 1Y (. S0l + - (3.26)

In (3.26), matching to the outer solution has been secured up to and including
the terms of order €?Ine. Matching the terms of order €* requires consideration of
o(Y, 7).

From (3.26), the leading term in the expansion of the critical layer vorticity is

{(=¢yy +. (3.27)
Noting that Z¢(r;) = 0, the leading-order terms from the vorticity equation (3.3) are
byve + [Qs(r) + Y Qe(r)lpgyy — 15 agdyyy = 15 Zg(ra)ay, (3.28)

where a(9,1) = p°(r, 3, 7) is defined in (3.8).
When |Y| is large, the dominant balance in (3.28) is between the right-hand side
and the term proportional to Y on the left. Thus

byy ~ % as |Y | — oo. (3.29)

The result above shows that ¢yy matches the second radial derivative of v} in (3.18).
The jump ¢t — ¢~ is now obtained from the critical-layer expansion as

Y+
¢t —c = lim [/ 7{_2‘9(1)1/ M—uzaln 7=

)

] . (3.30)

Here, Y = (r* —r,)/e represent coordinates in the matching regions where |r — r.|
becomes small (but not smaller than €) and |Y | becomes large (though not as large
as 1/e). But, in the asymptotic theory, we may further take the limit ¢ — 0, and then
replace the limits of the integral in (3.30) by +oo.
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3.5. Summary and canonical form

We now have a closed system of equations: the amplitude of the Kelvin mode, a(z),
is determined by solving the ordinary differential equation (3.22). But the right-hand
side of (3.22) involves the jump ¢* — ¢, which must be calculated by solving the
critical-layer vorticity equation (3.28), and evaluating the principal part integral in
(3.30). The radial advection in the critical-layer vorticity equation is due solely to the
velocity field of the mode (these are the terms involving ay in (3.28)). The azimuthal
advection in (3.28) results from the velocity of the main vortex, Qc(r) + eQs(r); this
term appears as the Taylor-expanded form Qg(r,) + Y Q4(r»).

To remove distracting constants it is helpful to ‘rescale’ the final system. Because
Q/.(r,) is negative, the sign of u, in (3.16) is opposite to that of Z{(r,) and we define

B = sgn (1) = —sgn (Zg(r2)). (3.31)

If § = —1 the skirt has increasing vorticity as a function of r and consequently the
Kelvin mode is destabilized. Although our main concern is the stable case, f = +1,
for completeness we retain the parameter  as a ‘switch’ which distinguishes the two
possibilities.

The constant u, in (3.16) has the dimensions of inverse ‘length’ and .#; in (3.23)
is positive with dimensions (time)/(length). The most compact final form is obtained
by introducing the space and time scales,

= —|wl/ 1 Qc(r), T =51/|al. (3.32)
These scales are used to define non-dimensional variables ¢, # and y by
t=1/7, 0=9—wt/2, y=—-L"Qs/Q)+Y]—w/2, (3.33)

where w = —7 (S, + I35 + F4)/F 1. We are now recycling some notation by using
(t,0) for the non-dimensional time and angle in the equation above, and (y,{) for
streamfunction and vorticity below. The context will imply our meaning. Finally, we
define

P(1) = (T [ L)a()e™, [ =(T /rlw)yy, 1) =(I577/I1mL)b(x)exp (imi).

(3.34)
With the definitions above the streamfunction is now
w=—07/2)+ 90,1, 00,1 = o)+ (t)e ", (3.35)
and the vorticity advection equation (3.28) is
oy, +
ook S Lyl + gl + Boa = (3.36)

The evolution of {(t) is then obtained from (3.22) and (3.30). In terms of non-
dimensional variables, this is

) - . X do .
i, =y + (e72°0), where (---) is (f) = %dy 7{ Ef(@, V,0). (3.37)

The principal value integral in (3.37) is necessary because { oc y~! as [y| — oo.
However, henceforth we will omit the 2 decoration on the understanding that we
take the principal values of all integrals to assure convergence.

It is remarkable that the system in canonical form contains no parameters, except
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Scaling Transformation New system

A 0=0+6,y =y GVt opl, +Boy =0
U= ¢ = pexp(=2id), ¢ = ¢ 9, = yexp (—2id) + (' exp (—2i0"))

B 0 =mn/2—0,y =—y Y8+l + By =0
(=00 =-0"9' =0 0, = 1" + ({ exp (—2i0'))

C 0'=—0,y =—y O+ Y8+ ol + Bl =0
U==L¢=0"0=0 10 = —1" + (" exp (=2i0))

D ! =a7toylt, 0 =030,y = a1y GHY G+ el +Boy =0
U=ul, ¢ =0, ¢ =aip 1) = ofoay + oo ({ exp (—2i0))’

E (9’=9+f0' u(t))de, y =y +u vV (@ —u)l, + By =0
o' = pexp[2i [y u(ti)dt] 1§, +2u@p’ = yexp[2i [y u(t;)dt]

+(" exp (—2i0"))’

TABLE 1. Scaling transformations of the model system. In the table, we define ¢’ = @' exp (2i0') +c.c.
In cases D and E, ()’ = o/(2n) § d0’ [ dy’ and u(t) is an arbitrary function of time. Note that C
can be made from A and B.

for f = +1 and those which occur in the specification of the external forcing, y(t). With
p = —1, the system is similar to reduced descriptions of hydrodynamic instabilities
derived by Churilov & Shukhman (1987) and Goldstein & Leib (1988). In this article,
we are concerned exclusively with the stable case f = +1 so that the forcing term, y(t),
is necessary to kick the vortex into action. Analogous models have been developed
in plasma physics to describe electrostatic waves (Imamura et al. 1969; O’Neil et al.
1971; Tennyson, Meiss & Morrison 1994; del-Castillo-Negrete 1998).

In fact, (3.35)—(3.37) are not the most general equations characterizing such prob-
lems. Because the leading-order background vorticity, Zc, has no gradient at the
Kelvin wave’s critical layer, there is a term missing from (3.36). The additional term
has the form x¢,, where k is a constant (see, for example, Goldstein & Hultgren
1988). Both this new term and S, are often ignored in the plasma literature.

4. Properties of the model

In sections to follow, we present solutions to our model system (3.35)—(3.37).
However, before getting into these explicit details, we mention some general properties
of the system.

4.1. Transformations

Our model system has a number of interesting scaling transformations listed in table 1.
Under some circumstances, depending on y, these transformations leave the equations
unchanged and thus are symmetries. For example, transformation B is a symmetry if
x is real, and C is a symmetry if y is imaginary. Scaling D is not a symmetry, but
proves useful later. Transformation E is a change into a moving reference frame that
rotates with angular velocity u(t).

If the forcing function y is a complex constant multiplying a real function of time,
then transformation A can be used to make y real. In this case, in (3.37), (t) is
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imaginary and ({ sin20) = 0. We may then let

¢ =1 (4.1)

(with ¢ real), to reflect this property, and so the governing equations can be written
in the real form,

G+ ylop+4pcos20(f+(,)=0 and @, = x(t) + ({ cos20). (4.2)

4.2. The structure of the vorticity as y — o0

Now we turn to the structure of the vorticity {(, y,t) when y is large. An appreciation
of this structure is necessary when we enforce boundary conditions on the critical-
layer solution. In anticipation of the linear solution in (5.5), we look for a |y| > 1
solution of the nonlinear problem (3.36) and (3.37) in the form

=)y "GOm0, =y (43)
n=1

By substituting (4.3) into (3.36) and matching up powers of y~" (considering 5 to be
fixed), we find

bo=—Bo+lu, L= =3B+ (ms (4.4)

where (y,(0,n,t) = {g,(0 — yt) is a homogeneous solution of the operator d, + y0dy.
The necessity of these sheared contributions to { is illustrated by the linear solution
in (5.5) below: (g, is picked to ensure that the y > 1 expansion of { satisfies initial
conditions.

In the numerical solutions of § 6 we use forcing functions such as y = t exp (—t) that
switch on smoothly at t = 0. In this case, ¢(0,0) = {(0,y,0) =0 and {1y = {ou = 0.

4.3. Conservation laws

Because (3.36) is an advection equation for the total vorticity, ¢ = { + Sy (the critical-
layer concentration plus the background), there is an infinitude of Casimir invariants.
That is,

d
3G+ By =0, (4.5)

where % is any function for which the integrals in () are convergent.
There are also more invariants which involve the second equation (3.37). Specifically,

d A SOOA Ak d Lo i . _2i
(0 =3O = =" 7= dx"),  —(wl) = ix"({e) —ix(le™’),
dt dt
d (4.6)
PP + 1B = —io" 1 — 1)
which correspond to conservation of momentum, energy and enstrophy. In (4.6), v
is the streamfunction defined in (3.35). Notice that convergence at large y of the
integrals in (4.6) is assured if we take the integrals in () first over 0, and then over y:
from (4.4) the 0-averaged vorticity decays like y~3 as y — oo. This is rapid enough to
ensure convergence of (y{) and (y{) as principal value integrals.
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4.4. The forcing function

Once we take f = +1, the only control parameters in our system appear in the
specification of the forcing function. We select two sample forcings:

. 1
() yx=Ap = ﬁAtexp(—ﬁ/m) (4.7)

and |
(il)) y=Ayp= FAt exp(—t/T), (4.8)

where, in both cases, A is the amplitude and T is the duration. In the limit T"— O,
both functions amount to an instantaneous kick: y(t) = AJ(t). (Notice that the ¢ here
is the slow time. Thus 6(t) means an impulse that is intermediate between the fast
vortex-turnover time and the much slower evolution of the critical layer.) Because
these two choices for y have the form of a real function of time multiplying a possibly
complex constant, we may use scaling D of table 1 to transform the equations to a
new set in which A4 is purely real. Hence, from now on, y and A are taken to be real
and therefore ¢(t) is imaginary. We use the notation ¢ = iy for the real amplitude of
the streamfunction, as in (4.1).

5. The weakly forced limit: 4 < 1

We first consider low-amplitude solutions. Because the disturbance is externally
excited, the amplitude is given by the strength of the forcing, and so we may construct
solutions perturbatively by focusing on relatively small forcing amplitudes. To leading
order, we derive the linear dynamics and uncover the analogue of Bassom & Gilbert’s
inviscid decay, and connect these peculiar damped ‘modes’ of the skirted vortex to
the related non-decaying eigenmode of a compact vortex. Next, by retaining higher
order in the forcing strength, we build disturbances of finite amplitude and show that
these disturbances do not completely decay, but leave behind ‘remnants’ that can act
as sources of secondary instability. As a result, we anticipate that disturbances do not
always decay. This sets the stage for the discussion of the coming sections in which
we study the evolution of more strongly disturbed vortices.

5.1. The linear theory

One virtue of the amplitude equations (3.36) and (3.37) is that the linear versions,
namely

(i +ylo+ Boo =0, 1, = 3+ <e_2i0C>s (5.1a,b)
can be solved in closed form. If we confine attention to the dynamically active
harmonic (that is, take { = ¢ (v,t)exp(2i0) + c.c.) and adopt zero initial conditions, it
then follows from (5.1a) that

t
E=—aipe ™ [ e pis)ds (52)
0
and hence . o
<€_2i0C> _ —2lﬁ/ (?)(S) dS/ e 2 (t=s) dy = —inﬂ?p. (5.3)
0 —o0

On substituting (5.3) into (5.1b), we obtain

¢+ o = —iy. (5.4)
Thus, the linear problem is reduced to solving a simple ordinary differential equation.
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If § = —1, then the homogeneous solution to (5.4) grow exponentially. In this
instance, the vortex is unstable and the Kelvin wave of the compact vortex is
modified by the skirt into an unstable mode. Then the full system is equivalent to a
weakly nonlinear description of unstable inviscid vortices (and, as mentioned above,
is similar to systems derived for fluid shear flows and ideal plasmas). A study of this
case would lead us to explore the azimuthally structured states that appear without
external forcing (cf. van Heijst et al. 1991; Kloosterziel & Carnevale 1998). However,
our interest is in stable vortices with f = 1 and henceforth we shall focus exclusively
on this case.

With f# = +1, the homogeneous solution of (5.4), $ oc exp(—nt), provides the
simplest example of hydrodynamic Landau damping. That is, the streamfunction
decays exponentially while the accompanying vorticity is sheared out to ever smaller
scales without decaying in amplitude. The exponential decay of @ results from spatial
averaging (the () in (5.1a)).

This curious behaviour is illustrated by impulsively exciting the vortex: y = Ao(t).
In this case, the solution is

2n + 4ify
o442
Thus the streamfunction decays exponentially, in the usual fashion of Landau damp-
ing. We should not be deceived, however, into thinking that this signifies the presence
of a discrete, decaying mode. In fact, the vorticity is evidently not separable in y and
t, and so (5.5) cannot be a linear eigenfunction. Instead, the vorticity always remains
order one, but becomes increasingly sheared: { ~ exp2i(6 — yt) for large time. This
is the reason why we refer to the disturbance on the non-compact vortex as a Kelvin
quasi-mode.

It is important to appreciate that our matched asymptotics leads us to an equation
that predicts exponential decay of the streamfunction. By contrast, Bassom & Gilbert’s
(1998) Gaussian vortices have streamfunctions that decay algebraically along the
pathway to axisymmetrization. We explain this discrepancy by realizing that the
algebraic decay is typical of sheared disturbances that wind up at the core of the
vortex. That wind-up is missing from our model because the external forcing excites
a pattern whose vorticity distribution rotates rigidly in the core. Instead, we only find
a sheared disturbance inside the critical ring of the Kelvin quasi-mode. Nevertheless,
as in the problem of localized disturbances to shear flow in channels (Balmforth,
del-Castillo Negrete & Young 1997), there are terms that lie at higher order in our
inner expansion that do, in fact, lead to a protracted algebraic decay at large times.
In principle, these corrections cannot be neglected at large times and our asymptotic
theory ultimately breaks down. This is illustrated by solutions of the linear initial-
value problem for perturbed vortices presented by Schecter et al. (1999) and Schecter
(1999).

Because Landau damping is so important to understanding the experimental results
of Driscoll & Fine (1990), Cass (1998), Schecter et al. (1999) and Schecter (1999), we
pause to exhibit the dimensional expression for the damping rate, y:

» = —ide ™, 4 [e ™ — e 4e? + c.c. (5.5)

3 n|eZ{(r

me _ _MeZs(na)l (5.6)
I 12| Qc(r2)] 1

In view of the dependence of the growth rate on the vorticity gradient of the skirt,
it is clear that the damping of the Kelvin quasi-mode becomes arbitrarily small as
the vortex is made more compact. Essentially, this observation allows us to reconcile

v
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the apparent difference between truly compact vortices and smooth, almost compact
vortices. Whereas the latter do not have true discrete modes, they have quasi-modes
with very low damping rates. As a result, these modes can appear much like the
true modes of compact vortices. Ultimately, however, the quasi-mode wraps up the
residual vorticity gradient inside the critical layer and must decay. In practice, this
may occur over a timescale that is too long to be relevant.

Though we have considered only inviscid vortices, it is relevant at this juncture
to mention a property of the viscous problem. Specifically, with the introduction of
viscosity the Landau damped quasi-modes can be transformed into true eigenmodes.
(Balmforth 1998). Thus the Kelvin quasi-mode may become a real eigenmode when
a small amount of viscosity is present.

5.2. Nonlinear corrections

Now consider perturbations of small, but finite, amplitude. Specifically, we take
yx = Ay1(t) as in (4.7). In this case, the real governing equations are

G4yl +4pcos20(14+¢,)=0 and ¢, = Ayi(t) + ({ cos 20). (5.7)
We now look for an asymptotic solution of the form
{=A0L( 0,0+ A5(,0,00+-- and = Adi(t) + A>Pa(t) + -+ (5.8)
To order 4, we recover the linear system
(it ylio +4¢icos20 =0 and @y, = yi(t) + ({1 cos 20). (5.9)

As described above, the solution is a Landau-damped disturbance; the streamfunc-
tion is
. e—nt _ e—t/T te_‘/T
TSR T T = ATy
The Landau-damped piece of this solution is that with the damping rate m; the
other portions of the solution, with decay rates of 1/T arise from the structure of
the forcing function. (Similar decay terms appear in the classical Landau damping
problem as a result of the structure of the initial condition — see Balmforth et al.
1997.) Note how the Landau damping becomes less important than this other form
of decay when T becomes larger than n~!. Also, despite appearances, there is no
singularity in (5.10) when nT = 1.
The vorticity perturbation {; has a more complicated form than the impulsively
excited version in (5.5); we quote only the long-time result:

4
V2 4+ 4y2 (1 +4y2T?)

where ¥ is a time-independent phase. This increasingly sheared perturbation is
illustrated in figure 5.
At order A%, we have the vorticity equation,

(5.10)

L — sin [2(0 — yt) + V], (5.11)

G 4+ ylap + 42 cos 20 = —4¢p (4, cos 20. (5.12)

There is no homogeneous solution to this linear equation for {, because of the initial
conditions. But, through the right-hand inhomogeneous term, there are two particular
solutions: a correction to the azimuthal mean, {5(y,t), and a harmonic, {¥(y, ) + c.c.
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FIGURE 5. The vortical response of the quasi-mode to a low-amplitude disturbance, with A = 0.5 and
T = 0.2. (a) The amplitude of the leading-order component of the vorticity of the quasi-mode for
large times; the solid lines are the envelope of the prediction of the perturbation theory in (5.11) and
the dotted curve shows the crenellating, exp 2i0, component of the vorticity in one of the numerical
simulations of § 7 at t = 10. (b) The axisymmetrical remnant left behind by the perturbation, Z*.
Again, the dotted line shows the remnant as determined from the numerical simulation.

Importantly, as t — oo,

4
Pl +4y?)(1+ 42 T2 |

whereas the harmonic becomes increasingly sheared, just as the leading-order solution.

Thus, the externally excited disturbance does not completely decay away: besides
the increasingly sheared quasi-mode, the disturbance leaves behind an axisymmetrical
mean remnant, Z*. This remnant is also illustrated in figure 5. In other words, in
a coarse-grained sense, the sheared, azimuthally structured part of the disturbance
disappears over long times and the vortex axisymmetrizes. However, the azimuthal
average is changed to order 42

b Z% =0 (5.13)

5.3. Secondary instabilities

Although the remnant has no direct influence on the axisymmetrization of the vortex
predicted by linear theory, there may be indirect effects arising from secondary
instability. To see this, imagine that the disturbance has evolved towards the state
described above, so that there is a mean axisymmetrical vorticity distribution inside
the critical layer. Then, assume that the sheared, azimuthally structured part of the
quasi-mode can be neglected because its coarse-grained average vanishes. This means
we can treat the unperturbed state plus remnant as a new equilibrium vortex, and
again perform a linear stability analysis.
The new stability equations are

L4 ylo+ 0+ A4Z0)pp =0, ip = (20). (5.14)
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FIGURE 6. (a) New basic states for the secondary stability analysis with different values for A that
straddle the critical case. (b) The critical amplitudes for onset of secondary instability, A.(T), as
predicted by the perturbation theory.

Only the m = 2 azimuthal mode is relevant to stability, and so we set { =

A

{(y)exp(2i0 + At) + c.c. Then,

. A
=—|——F—= 10 5.15
4 ( =12 ) ® (5.15)
On substituting this solution into the equation for the streamfunction, we find

. * dy
| = — 8iA>
A= Tmow s /m (@ + 41+ 42Ty — 127

where ¢ = sgn(/,) and A =/, +i4;.

The integral in this dispersion relation can be performed analytically for arbitrary
T. However it is convenient to first consider the case T = 0. Then, the relation can
be rewritten in the form

(5.16)

(A4 mo)* = 3242 (5.17)

For A — 0 we recover 4 = A, = —no and Landau damping. In the normal mode
problem, the Landau-damped quasi-mode shows up as an inconsistent solution to
the dispersion relation (5.17): one cannot satisfy the limiting equation when 4,/ <0
because ¢ = sgn(4,) (see also Balmforth et al. 1997).

The only consistent solution to (5.17) with positive ¢ is A = (3242)"/4 —m, and exists
provided that (324%)"/4 > n. An analogous solution exists for ¢ < 0. Thus, a direct
instability (4, > 0 and 4; = 0) occurs for

1/4

2

A> A, NG 1.745. (5.18)
If A < A., there are no normal modes. One of the inconsistent solutions, however,
again describes Landau damping, with a rate given by A, = (324%)"/* —n < 0.

The critical amplitude, A., corresponds to a disturbance that generates a remnant
for which the total vorticity of the new basic state, y + A>2Z>, first develops extremal
points: for A > A., y + A>°Z® is non-monotonic, as shown in figure 6(a). Moller &
Montgomery (1999) have presented similar results in the context of the full equations
of motion.
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When T # 0, the critical amplitude can again be determined:
n? 1

Ac = .
42 1+ 2n2T?

This is shown in figure 6(b); as the turn-on time increases, the critical amplitude
decreases.

To summarize, when we disturb the vortex, the induced perturbation does not
completely decay away, but leaves a mean remnant that is itself unstable if the initial
forcing amplitude is high enough. Thus, we cannot expect that the vortex always
axisymmetrizes. In fact, if kicked hard enough, the vortex should suffer secondary
instability and develop non-axisymmetrical structure; we explore this further in com-
ing sections where we proceed to the opposite limit in which the forcing amplitude is
relatively large, and then with numerical experiments on the full system.

Lastly, we note that even when the forcing amplitude is sub-threshold, 4 < A, the
remnant still plays an important role. The Landau damping rate in the absence of
the remnant is always w, but when the perturbation creates this extra mean vorticity,
the Landau damping is modified and the rate of decay becomes A, = (324°)"/* — .
Notably, the remnant reduces the Landau damping. This suggests that after an initial
period of true Landau damping, the amplitude of the streamfunction should decay
less quickly. We confirm this trend in the numerical results reported in § 7.

(5.19)

6. The strongly forced limit: 4 > 1

In the previous section we analysed the weakly forced limit in which A is small. In
this section we turn to the complementary case in which A4 is large. Specifically, we
consider the impulsive case by taking T — 0 in (4.7) and (4.8) so that y(t) = Ad(¢).
We introduce a small parameter 6 defined by

s=_L (6.1)

24
In the limit 6 — 0 the dynamics can be reduced to a passive scalar advection problem.
Notice that in order not to violate our original scaling assumptions, A cannot be as
large as e~!. Consequently é must be greater than \/E

6.1. Reduction to a passive scalar problem
By using scaling D of table 1 we make the following definitions: o; = ¢ and o, = 1;
t=t/5, y =05y, ' =6( @' =05>p and ¢ = 6%>¢. Notice that the forcing is y =
5(t)/26% = §(t')/263. Dropping the primes, and introducing ¢ = i, the rescaled
equations are
e+ ylo + 09 + o =0, ¢ = %5(0 + 0(cos20(). (6.2)

We see that if 6 < 1 then the effect of the vorticity on the streamfunction is small
and so we can solve (6.2) with a perturbation expansion of the form
p=3+0p1+ -, (=0l +00+ . (6.3)
The leading-order vorticity, g = y+{o, is obtained by solving a passive scalar advection
equation:
q: + yqo + 2q, cos 20 = 0. (6.4)

This passive scalar problem is discussed by O’Neil (1965), Stewartson (1978), Warn
& Warn (1978) and Killworth & Mclntyre (1985) in related contexts.
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The crucial point is that in this strongly forced limit, the leading-order streamfunc-
tion does not decay: ¢ = 1/2 when t > 0. This behaviour is very different from the
exponential decay in the weakly forced limit of the previous section. But ¢ = 1/2
is only the leading-order term; to show that the strongly forced case does not relax
back to axisymmetry we must obtain the next term in the expansion of ¢ and show
that this correction, ¢;(t), is bounded as t — oo. The correction ¢ is obtained by first
solving (6.4) and then calculating

Qb](l’) = /0 <COS 20 CO(Qa Vs tl)> dt’ = %<y£0(9a Y, t)> . (65)

This expression shows that ¢(t) is bounded. We find below that as t — oo the
expression above gives ¢(t) — —1.543.

To summarize, the following perturbative calculation shows that as t — oo the
streamfunction is ¢(o0) = (1/2)—1.5435+0(56?). This shows that nonlinearity prevents
a perturbed vortex from relaxing back to axisymmetry.

6.2. Details of the leading-order vorticity evolution

We solve equation (6.4) by the method of characteristics (O’Neil 1965; Stewartson
1978). To make an analogy with the orbits of the pendulum we introduce ¢ = 0 — /4
so that the streamfunction is

p = —y*/2 +5in20 = —y?/2 + cos 2¢. (6.6)
The Lagrangian orbits are obtained by solving the Hamiltonian system
E=y,  j=—2sin2¢ (6.7)
The streamfunction y is a constant of the motion and it is convenient to introduce
2 4
m= (6.8)

l—p 2 t4sin’é
The solution of (6.7) can then be given in terms of Jacobi elliptic functions (Abramowitz
& Stegun 1972) as
2
= T dn(2t/Jm + ug;m). (6.9a,b)
m
These expressions hold for y > 0. The solution for y < 0 may be obtained by inserting
a minus sign in front of the dn. From now on, only y > 0 is considered. The constants
of integration, uy and m, are determined by the initial condition (&, yo):

siné = sn(2t/\/m + ug;m), y

sinéy = sn(ug;m) and y,= dn(ug; m). (6.10)

2
Jm
At time ¢, (6.9) and (6.10) define a mapping between the current point (&, y,t) and the
initial point (&, yo,0) of the Lagrangian trajectory.

To obtain the vorticity g(&, y,t), we must determine the initial position (&g, yo) as a
function of the current position (&, y). Then, because ¢ is constant along a trajectory,
and because ¢(&,y,0) = y, the solution of (6.4) is simply

G(Ey.1) = yo = jﬁ dn(uo; m). (6.11)

In (6.8) we already have m(&,y) to hand. The chore is to determine uy(&, y,t) by
solving (6.9). There are two special cases in which ug(¢&, y,t) is easily obtained so
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FIGURE 7. A comparison of the numerical solution (solid) of the passive scalar equation (6.4) with
the exact solution (dotted) along ¢ =0 and & = /2 (or 0 = /4 and 0 = 3n/4). Shown is the total
leading-order vorticity, g = y + {, at the times indicated. At t = 50 the centre of the cat’s eye has
turned over almost 16 times.
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that explicit solutions can be presented. These two cases correspond to determining
q(&, y,t) along the lines ¢ = 0 and & = nt/2 (equivalently 8 = n/4 and 3w/4).
For ¢ = 0, we have m = 4/y?* and so from (6.9a), uy = —2t/\/ﬁ Hence,

q(& =0,y,t) =y dn(yt;4/y°). (6.12)

This solution is a vertical slice bisecting the pupil of the cat’s eye. Similarly, along the
line ¢ = n/2, we have m = 4/(4 + y*). Then from (6.9a) uy = K(m) — 2t/,/m where
K(m) is a complete elliptical integral of the first kind. On this second slice,

2 2 4
q(& =mn/2,y,t) = ﬁ dn [K(m) — J;%;m], m= ppe (6.13)

This slice passes through the hyperbolic point (the corner of the cat’s eye).

The solutions above are illustrated in figure 7. This figure compares the elliptic-
function solutions above to those obtained by numerically integrating equation (6.4)
using the method of Appendix A. Evident is an increasingly violent crenellation of
the vorticity distribution, which is essentially the same process that operates in the
linear problem to produce Landau damping. As the oscillation become increasingly
fine, eventually the numerical procedure is inaccurate; in figure 7 this failure is first
evident at ¢ = nt/2 and ¢t = 10. Also in figure 7, a significant departure from linear
theory is that the vorticity now turns over completely within the cat’s eye. This is
illustrated more fully in figure 8.

6.3. The first-order correction to the streamfunction

With g = y+{, to hand, we can obtain the first-order correction to the streamfunction,
@1(t) in (6.5). The calculation, which largely follows O’Neil (1965), is in Appendix B
and the result is

o1(t) = —161:/00C m5/(211r2(m) ; a fZNV [+ a(—)N] {1 — cos {\/%Z(tm)} }
(6.14)
where

The function ¢(t) is shown in figure 9; as remarked earlier, the correction decays,
with oscillations, to a constant level.

6.4. The final coarse-grained state

The solutions above indicate that as t — oo the vorticity becomes crenellated in y. The
amplitude of these wiggles remains finite but their scale is increasingly fine as t — oo.
A coarse-grained average filters the oscillations and reveals a non-trivial structured
averaged field (see figure 10a). Because of symmetry this averaged vorticity is zero
within the cat’s eye (that is, within the area where y > —1). Outside the cat’s eye, the
averaged vorticity takes a non-zero mean value, which we now calculate.

We determine that coarse-grain average by arguing that advection cannot transfer
any vorticity through the steady streamlines and consequently the amount of vorticity
contained within the differential area enclosed by two adjacent streamlines (a stream-
tube) is constant. Thus the coarse-grained average is obtained by taking the initial
vorticity pattern, ¢(&, y,0) = y, and making an average over a streamtube. Following
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FIGURE 8. A numerical solution of the passive scalar equation (6.4). Shown is a grey-scale map of
the total leading-order vorticity, ¢ = y + {, at the times indicated.

Rhines & Young (1983), this streamtube average is

e d o8 [
q“’”‘f y IVwI/ f{ Vol (6.16)

where /,, is the arclength around a streamline. It is clear from the symmetry of the
initial condition that g(yp) = 0 within the region of closed streamlines where p > —1.

Outside the cat’s eye, where p < —1, the streamtube average is non-zero, and can
be calculated by converting the contour integrals in (6.16) to integrals with respect
to &. This calculation is given in the related context of a forced critical layer by
Killworth & Mclntyre (1985). From Appendix A of Killworth & Mclntyre, we quote
the result:

T dé —1

T
ez —ypy] * JmK(m)’

q(y) = +2n { (6.17)
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FIGURE 9. The function ¢;(t). The asymptotic behaviour is given by ¢;(t) — —1.543, shown by the
dotted line.

a(y, 0,1)
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FiGURE 10. Exact solutions and coarse-grained averages along (a) ¢ =0 (0 = —n/4) and (b) ¢ = 7/2
(6 =m/4), at t = 25. The dotted lines show the solution; the solid line is the coarse-grain final state
calculated from (6.17).

where the sign is chosen to ensure that g(y) is an odd function of y with the same
sign as y. This average vorticity distribution is shown as the solid curve in figure 10.

Figure 9 shows that as t — oo the streamfunction correction ¢;(t) approaches a
constant. The constant ¢(c0) can be computed directly from (6.3) by neglecting the
time-dependent term (which oscillates in m with finer and finer scale as time proceeds,
reflecting phase mixing inside and outside the cat’s eyes) and using some elliptic
function relations (see O’Neil 1965). The constant can also be calculated by inserting
the coarse-grained vorticity distribution, g(y) in (6.17), to evaluate the second integral
in (6.5). This calculation is also in Appendix A of Killworth & Mclntyre. We quote
the result that ¢;(c0) ~ —1.543.
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FiGURE 11. Scaled streamfunction amplitudes, |¢(t)|/A4, against time for (a) y = Ay; and T = 0.5,
and (b) y = Ay, and T = 0.2. In each case, results for different forcing amplitudes, A, are shown,
The linear result is also shown together with the trend of Landau damping.

7. Numerical integrations

We now turn to the full nonlinear problem for arbitrary forcing and solve the
equations numerically. The integration scheme is described in Appendix A; it is an
operator splitting scheme based on the algorithm of Cheng & Knorr (1976). We use
the two forcing functions in (4.7) and (4.8). The first of these is characterized by a
disturbance that always, eventually, subsides in comparison to the Landau damping.
The second, however, decays less quickly than the Landau damping if T > n~!. The
goal of the computations is to make contact with the preceding analytic arguments
and study the formation of cat’s eyes. Specifically, we delineate the regions of the
(A, T)-plane within which axisymmetrization occurs.

7.1. Weak forcing

We first present results of simulations for low-amplitude forcings. By ‘low-amplitude’,
here, we mean simulations that appeared to show axisymmetrization (¢ — 0 as
t — o). As indicated above, such behaviour can only be expected for values of the
forcing amplitude 4 below some threshold depending on T.
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FiGURE 12. The definition of the first bounce time, Ty, and amplitude, ¢pp = @(Tp), are illustrated
in (a), for three cases using the forcing function y = Ay, with T = 1. The stars show the points
(Tp, pp). (c)~(d) These quantities against A. (b) We also add the curve, Tp = 4.02/(4 — 0.3525)
which tolerably fits the apparent divergence of the bounce time near A = 0.35.

In figure 11 we show streamfunction amplitude as a function of time for both
y = Ayp and y = Ay,. The solutions all show an initial evolution that follows the
linear theory. But beyond a certain time, the Landau damping is interrupted by a
slower decay. We interpret this slow decay to be the effect of the remnant, Z*,
described in §5.3. Note that the low-amplitude oscillations in figure 11 that become
visible at about t = 4 arise due to the finite domain in which the system is numerically
solved (see Appendix A). These are spurious, as can be seen by changing the domain
size which changes their amplitude and period.

As predicted by the asymptotic theories of §4, the streamfunction decays provided
A < A.(T); that is, the vortex axisymmetrizes. If A > A.(T), the streamfunction enters
a different behavioural regime in which ¢ undergoes large-amplitude oscillations (see
figure 12a). These ‘bounces’ coincide with the initial turning over of a cat’s eye, as
explored in more detail shortly.

A physical rationale for the threshold is that there are two characteristic timescales
in the problem (excluding T, which complicates the argument): the time for Landau
damping and the characteristic turnover time in the core of the cat’s eye. Now, broadly
speaking, if the damping time greatly exceeds the turnover time, we may expect that
cat’s eyes form without much decay of the streamfunction. However, if the damping
time is much shorter than the turnover time, a cat’s eye cannot complete even one
bounce before it disappears. Hence, there should be an amplitude threshold if the
two effects are competitive.

To estimate the threshold, we measure the time and amplitude of the first ‘bounce’
after the initial excitation of the quasi-mode, Tp and ¢p = @(Tp) respectively. This
is illustrated in figure 12. In this figure we also display the dependence of Ty and ¢@p
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FiGure 13. Forcing amplitudes, A, as functions of T for simulations in which Tj first exceeded
about 45 time units. (a) The Gaussian case, y = Ay, and (b) the exponential, y = Ay,. The vertical
dashed line in (b) shows the turn-on time for which T = 1 (for the significance of this, see (5.10)
and the subsequent discussion). These curves are upper bounds on the critical amplitudes below
which cat’s eyes ultimately do not form. More detailed computations show that the threshold may
be somewhat below this upper bound; the circles indicate a selection of better estimates computed
by extrapolation using fits like that shown in figure 12.

upon A for the Gaussian forcing function. These data present the evidence that as
A tends to a critical value from above, Ty — o0, and the streamfunction decays for
lower A.

The critical values of the amplitude A for which bouncing ensues are plotted against
T in figure 13 for both y; and y,. These amplitudes are estimated by determining
when Tp first exceeds 45 time units as we lower A. This places an upper limit on
A.(T) and avoids numerical errors that can accumulate in long time integrations
with low-amplitude streamfunctions. The figure also shows extrapolated estimates of
the threshold using fits like that shown in figure 12(b). Despite this evidence for a
cut-off, we cannot say definitively whether disturbances excited by forcing amplitudes
below this curve always ultimately decay, or whether the bounce time merely becomes
longer and longer. But all evidence from our simulations suggests that if 4 < A4, the
streamfunction decays.

7.2. Formation of cat’s eyes

When A > A., we unambiguously observe the creation of cat’s eye structures. A
typical example is shown in figure 14 for y = Ay, with T = 1. Qualitatively, the visual
appearance of the cat’s eyes is not sensitive to 4 and T, nor to the type of forcing
function, provided A significantly exceeds the critical threshold. This remains true
even when the forcing function decays less quickly than the natural Landau damping.

We compare runs with different values of 4 in figures 15-17. The solutions in
panels (a) and (b) of these figures have smaller values of A and the streamfunction
amplitudes follow the linear solution over relatively long initial times. However, the
third solution in panel (c¢) departs from the linear case almost immediately. In each
case, the decay of the streamfunction halts and @(¢) begins to oscillate. The inception
of these oscillations corresponds to the initiation of circulation in the core of the cat’s
eye.

There are two main differences between cases with low and high A. The first is that
the crenellation of { is far more significant in lower-amplitude solutions (see figures
16 and 17). The result is that the cat’s eye has a more complicated structure in its
early stages of development (and is consequently more prone to numerical error).

The second difference concerns the streamfunction. For small 4, ¢(t) passes re-
peatedly through zero (see figures 15a,b and 12a). This means that the vortex core
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FIGURE 14. A solution with y = 2.72y, with T = 1. Shown is a grey-scale map of the total
vorticity, y + {, at the times indicated.

overturns one way for a while, but then unwinds for a subsequent interval. Overall,
it is not clear whether the core ultimately creates a cat’s eye, or whether the vorticity
simply continues to wind and unwind. In other words, the asymptotic state may be
time dependent (and reminiscent of solutions described by Warn & Gauthier 1989,
in a loosely related problem). For large A4, the streamfunction remains of one sign:
¢(t) rises to some value, and then oscillates about that level. There is some suggestion
that the oscillations decay with time, perhaps reflecting phase mixing within the cat’s
eye (as in O’Neil’s solution), and that there is a slight drift in the overall level of ¢(¢)
(see figure 15¢, and also 18d). This slow drift is caused by numerical smoothing (see
Appendix A).

7.3. Coarse-grained steady states

Both the numerical results and the strongly forced problem illustrate the importance
of finite-amplitude steady states. These states are described by the time-independent
version of our model system, which implies that ¢ = y 4 { is any function of the total
streamfunction, yp = —y?/2+2¢p cos 20. That is, { +y = q(y). This function need only
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FIGURE 15. Streamfunction evolution for (a) y = 0.272y,, (b) y = 0.544y,, and (c) y = 2.72y,, with
T = 1. In this case, { is purely imaginary and the linear solution is also shown by dotted lines.
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FIGURE 16. Grey-scale pictures of constant total vorticity y + { for (a) y = 0.272y,, (b) x = 0.544),,
and (c¢) y = 2.72y,, with T = 1. These snapshots are taken at t = 90 for (a), and ¢t = 60 for (b) and
(c). Note that the vertical scale changes in each panel, and the entire domain is not shown.

satisfy the consistency condition, (e 2’g(p)) = 0, which does not greatly constrain
the possibilities.

The initial condition used in the computations has p = —q?/2. This relation is
rapidly lost in the initial evolution. But over long times, there is evidence that the
numerical solutions converge to states with another ¢,y relation. This is illustrated
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FIGURE 17. Radial slices of the vorticity field, y 4+ {, at fixed azimuthal angle for (a) y = 0.272y,,
(b) x = 0.544y,, and (c) y = 2.72y,, with T = 1. These snapshots are taken at t = 90 for (a), and
t = 60 for (b) and (c). The vertical solid lines show the estimated maximum thickness of the cat’s
eye. Note that the horizontal scale changes in each panel, and the entire domain is not shown.

in figure 18, which shows a snapshot at t = 40 of a solution computed for the
x = 2.5x1(t) case with T = 1. At this time, the vorticity has been wrapped into a fairly
tight spiral inside the cat’s eye, and the outer vorticity field is completely sheared out
(the numerical integration has smoothed over much of this structure). However, the
plot of ¢ = { + y against p shows two populations of points. The first population
lies outside and near the separatrix of the cat’s eye (see panel c). This population has
a 1, q relation much like (6.17) for the passive scalar problem. (The relation (6.17) is
also drawn in the figure together with the initial condition, v = —q?/2.) The second
population consists of points lying near the centre of the cat’s eye (panel b). This
second population, though far from its final state, appears to be converging towards
the coarse-grained average, ¢ = { + y = 0, demanded by the symmetry of the initial
condition.
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FiGURE 18. (a) Plots of v against y + { for y = 2.5y(t) with T = 1, at time ¢t = 40. In (b), we plot
¥, q points only for the region with 0.1 < 0/ < 0.39, which corresponds to a section encompassing
the centre of the cat’s eye. (¢) A similar picture for 0.66 < 0/n < 0.86, which contains the hyperbolic
point of the separatrices. Also plotted in (a)-(c) are the g,y relations for the initial condition (the
dashed parabola) and the passive scalar solution, which is the solid curve. The solid passive-scalar
curve consists of two branches: the curve given by (6.17) and a straight-line segment on which
¥+ =0. (d)—(f) Some further features of the corresponding solution, namely the evolution of the
streamfunction, the vorticity distribution at t = 40, and radial slices through the total vorticity (with
similar conventions to previous figures).

8. Conclusions

Our asymptotic analysis takes advantage of the fact that nearly compact, stable
vortices have a special sensitivity to external perturbations. Specifically, the scaling of
the external perturbation is taken to be order €, yet the response of the quasi-mode
is order €2. This is a kind of resonance, and requires that the external forcing has
frequency content matching the rotation frequency of the quasi-mode. The forcing
also excites further non-resonant disturbances, but these lie at higher order in our
asymptotic scheme. In linear theory, these terms decay algebraically and have been
identified by Bassom & Gilbert. Thus, the linear solution is summarized schematically
in the formula

y = €’(exponentially decaying quasi-mode)
+€’(algebraically decaying contributions).  (8.1)
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p=0 p=1 p=2
02/ Zmax 1/4 0.185 0.158
r2/Re J2 1.162 1.027
RcZmax 1 1642 = 22.63 3845 63.23
|-#s|/Rc 42 = 5.657 4.647 4.107
9/ Z max ny/2/16Y = 0.278Y 0.2205 Y 0.1571 ¥
Ve —1 Y24, 1.187 Y24, 1.027 Y24,

TaBLE 2. Numerical values of w,, r,, and of the integrals .#; and .#5 in (3.23) for the first three
members (p = 0, 1 and 2) of the compact family in (2.3). The Landau damping rate, y in (5.6),
and the critical threshold of initial aspect ratio, v, in (C5) are also shown. The nondimensional
parameter ¥" = Rc|eZ{(r2)|/Zmax measures the strength of the perturbation relative to the underlying
compact vortex. Using figure 13, our best estimate of 4, in the bottom row of the table is 4, ~ 0.9.

Consequently, there is a switch-over from an initial exponential decay to a much
slower algebraic decay for times of order log(1/€). The computations in Schecter et
al. (1999) and Schecter (1999) display this exchange of order. We can summarize the
linear theory by saying that in almost all circumstances axisymmetrization occurs.
Exceptions to the previous statement are provided by vortices which for one reason or
another possess undamped Kelvin modes. Into this category fall all contour dynamical
simulations which employ discontinuous vorticity profiles.

The effect of nonlinearity is to slow the decay of the quasi-mode, or even arrest that
decay if the initial amplitude of excitation exceeds a threshold. Above the threshold,
cat’s eye structures form, and, in the case of an m = 2 perturbation, the result is
a tripolar vortex, as seen in experiments. Because the forcing is scaled to be order
€3, this threshold is actually small. Thus, finite-amplitude cat’s eyes are the generic
outcome of resonantly exciting the quasi-mode of the vortex.

We now use the family of compact vortices defined in (2.3) to estimate the di-
mensional Landau damping rate and the critical forcing threshold for the Gaussian
vortex Zg = Zmax €xp (—1*/R%). To ensure that the compact approximant has the
same circulation as the Gaussian vortex, we use the relation (2.6) to determine Rc.
The Landau damping rate, 7, is given in (5.6), and has the form of the dimen-
sionless skirt vorticity gradient evaluated at the critical layer, Y = RcleZg|/Zmax,
multiplying a profile-dependent numerical coefficient, which is given in table 2. For
the Gaussian, ¥ = 2ﬁe_2, 0.3125 and 0.2608 for p =0, 1 and 2, respectively. Hence,
v/ Zmax = 0.1063, 0.069 and 0.041 in the three cases. This should be compared with the
numerical result for the Gaussian presented by Schecter et al. (1999): y/Z .« = 0.079.
The damping rate for the case p = 0 is known analytically, namely y/Z ., = (ne~2/4),
and coincides with an earlier perturbation result quoted by Schecter et al. (1999). This
agreement is rough, and surprisingly, the p = 1 vortex gives a better estimate than
p =2

To express the critical threshold in a more useful form, we specialize to instan-
taneous kicks and convert A.(T = 0) ~ 0.9 into a critical initial aspect ratio of
the perturbed vortex, as described in Appendix C. A perturbed vortex whose initial
aspect ratio is greater than v, will not return to axisymmetry. Instead, the nonlinear
terms result in the formation of a permanent cat’s eye structure. In Appendix C,
we find that v. — 1 oc Y2, with numerical constants of proportionality as given in
table 2. Again, for the Gaussian, we have v. — 1 ~ 0.1318, 0.1043, 0.0625 for the
three values p = 0, 1 and 2. These estimates indicate that, without viscosity, 5 or
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10% departures from axisymmetry are sufficient to prevent axisymmetrization of an
elliptical Gaussian vortex.

We expect that the reduced system (3.35)—(3.37) is broadly applicable as a model
of linear and weakly nonlinear relaxation in ideal plasmas and fluid shear flows. In
analogy with plasma physics, one might call this system the ‘single-wave model’.

The view here is that if e is small, so that a vortex is approximated by a compact
vortex, then the single-wave model describes the weakly nonlinear evolution of the
most easily excited perturbations on this vortex. Moreover for a certain class of
m = 2 perturbations we have calculated the critical initial aspect ratio for return to
axisymmetry.
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Appendix A. Computational technicalities

When written in terms of F = { + Sy, the equation for { reduces to the advection-
diffusion equation F, +yFy+ ¢@oF, = 0. (F can be used instead of { interchangeably in
the () term since (y) = 0.) We solve the equations with an operator splitting scheme
based on the algorithm developed by Cheng & Knorr (1976) for the Vlasov equation
(see also Feix et al. 1994), and subject to the boundary condition in y: { — 0 as
y — too. In order to save computing the evolution of unneeded angular harmonics,
we consider a periodicity in 0 of & rather than 2m.

A.1. Asymptotic solutions for large y

To avoid dealing with an infinite domain, we truncate the range in y and solve the
vorticity equation over the region —L < y < L. This requires boundary conditions
at y = +L. To increase the accuracy of this truncation of the domain, we use the
asymptotic solution for large y: to order L3,

1 s 1
{~ o= —% + 272[%(0)&“9*”) el = g 5ou (A1)

The slow algebraic decay of the vorticity complicates the numerical scheme over the
original Cheng & Knorr algorithm.

A.2. Operator splitting
We divide an integration step over the interval [t,t + 7] into three stages:

A.2.1. Advect in 0 for half a time step
This amounts to solving
F,+yFp=0 (A2)

over [t,t+1/2], leaving ¢ unchanged. The exact solution is F*(y,0) = F(y,0—yt/2,1).
This shift in 0 is computed using Fourier interpolation.
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A.2.2. Advect in y for a complete time step
We then solve
F, — 4((,sin20 — p;cos 20)F, =0 (A3)
and
i =y +(F) (A4)
for [t,t+ 7], where ¢(t) = ®,(t) +1d;(t). Because the advection in y amounts to a shift
of that coordinate, the integral in (e 2’F) does not change during y-advection. Hence
we can deal with the equation for ¢ independently of the abridged vorticity equation.
We do this by explicitly isolating the part of the integral over the computational

domain, —L < y < L, from the part that originates outside. We approximate the
latter using the large-y theory (Haynes 1985). Hence,

. . ' 1

(€ F) = (e'F)L— %(?)z + a0 F 2L + O(L™), (A5)

where
F(X)= cos (Xn)?, (A6)
1

and ( ) has the obvious meaning. Hence,

. A —2i 1 —

i1+ LYo, =7+ (2F), + ZX(O)ﬁ(th) +O(L7?). (A7)

But (¢ 2’F); is constant over the step, and so

i(1+ Lo+ 1) — ¢(1)]
) t+1 1
= t(e”2F), + / [}5(5) + Z}((O)f@Ls) ds+0(tL™?). (A8)

Now we solve the y-advection equation: FF(y,0) = F*(y — Vt,0), where V =
—4((, sin 20 — p; cos 20), and @, = [@x(t + 7) + §,(1)]/2 and §; = [Pi(t + 7) + Di(1)]/2
are averages over the step. The introduction of these averages ensures second-order
accuracy in time.

We accomplish the shift in y using interpolation with cubic splines. (Cubic splines
are also used to compute the integrals in (¢e2’F);.) The interpolation can be per-
formed as long as the shifted position, —V'1, lies inside the computational domain.
However, for the boundary points, —L — V't lies below the domain if V' > 0, and
L—"Vrtisabove if V' < 0. At these locations, we cannot use interpolation; the physical
significance is that fluid is being advected into the domain from outside. Instead we
fix the values of F = { + fy at these points according to the solution for large |y| in
(A1).

A.2.3. Advect in 0 for another half time step

Finally, we again advect in 0. This gives F(y,0,t + 1) = FF(y,0 — yt/2) as the new
vorticity distribution. Except at the first and final time steps, we can combine this
step with the first one and shift in 6 only once per time step.

A.3. Choice of time step

The main practical limitation on the time step (other than t < 1 for the sake of
precision) is that we cannot shift in y over more than one grid point. Otherwise, fluid
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from outside invades our computational domain beyond one mesh point. Whilst this
could easily be taken into account by using the asymptotic solution at the infected
grid points, it signifies that accuracy is likely to be affected if the invasion becomes
substantial. To avoid this situation, we limit the time step to ensure that shifts over
more than one grid point do not take place.

With this limitation,

Ay > TViax = 470, (A9)
where A, is the grid size in y. This leads us to choose a variable time step,

A > I-I’ﬂa)(
16]¢p(1)]|

where the arbitrary factor of 3/4 ensures we do not violate (A 9), and the upper limit,
Tmax» €0sures we do not take an excessively long step. Note that there is no attempt
to limit the amount of advection in 6.

In practice, for low-amplitude or short runs, we take Tpma = 5 x 1073, In longer
runs with large-amplitude streamfunctions, we take .., as low as 10~ to improve
precision.

1(¢) = Min { 34, ] , (A 10)

A.4. Further details

We have used various tests (doubling the grid size or maximum time step) to assess
the accuracy of the scheme. Based on these tests, we used the following recipe. We
choose a computational grid of size (N,2M + 1) to cover the interval 0 < 0 < =&
and —L <y < L Weuse L=5o0r 10, N =512 and M = 2000 or 4000 for the
large-amplitude runs in which we study the cat’s eyes. For the lower-amplitude runs
in which we compute the first bounce time, we use L = 10, N = 32 and M = 4000.

Spatial resolution is ultimately inadequate because of the increasing crenellation of
the vorticity distribution. The finite resolution provides a numerical smoothing of the
solution by which small-scale structure is lost, as shown by the comparison of exact
and numerical solutions in figure 7.

The main effect of the finite L is to introduce spurious, low-amplitude oscillations
into the streamfunction. These are evident in the two panels of figure 5, and obscure
the ultimate decay of ¢(t) in the cases in which cat’s eyes do not form. The frequency
and amplitude of the oscillations is determined by L and the magnitude of y'(0); we
attempted to choose L to minimize any effect of this spurious ringing, whilst retaining
adequate spatial resolution.

Appendix B. The correction ¢(¢) to the strongly forced limit

The expression (6.5) is obtained by multiplying the vorticity equation by y, spatially
averaging and integrating in time. In the notation of §6.2, the resulting integral is

1 [~ do
w0 = 106(0.5.0) = 5 [ dy § Tabnern - B1)

By symmetry, we need only consider y > 0 and —n/2 < & < n/2. The separatrix
m = 1 divides the flow into two regions: one inside the cat’s eye with m > 1 and one
outside with m < 1.

Outside the cat’s eye, we change variables from (&, y) to (u,m) where

siné = sn(u;m), y = 2 dn(u;m) (B2)

Jm
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and
4
S — (B3)
y2 +4sin” &
The Jacobian of this transformation is (¢, y)/0(u,m) = —2m~3/2. The range of

integration becomes 0 < m < 1 and —K(m) < u < K(m), so the resulting subintegral
is
K(m)
/ / dn(u;m)[ dn(ug; m) — dn(u; m)] du, (B4)
m5/2 K(m)

where uy = u — 2t/\/n7. The orientation of the mapping (&, y) — (u,m) has been used
to obtain the correct sign of I;.
Now dn(u,m) may be expanded using

[ i @’ 5~ COS (nnu/K)] (B5)

=1

dn(u,m) =

K()

and substituted into I;. The quantity

K(l—m)} (B6)

w(m) = exp [—n K(m)

(usually denoted by ¢) is known as the nome. Orthogonality of trigonometric functions
leads to the result

U dm - @ 2nnt
— —327[/0 R ; s {l—cos L/ﬁK(m)]}' (B7)

Inside the cat’s eye, Jacobi’s transformation may be used to transform from (¢, y)
to (v,m) by

siné = L sn(v;m™), en(v;m™), (B8)

_ 2

NT SENT

which leads to d(&,y)/d(v,m) = —2m~2. This mapping has negative orientation and
the resulting subintegral is

(m~
——/ /K cn(v;m ) en(vg;m™) — en(v;m™')] dv, (B9)

where vy = v — 2t. The appropriate series to use now is

NG @12 (n+1/2)
cn(v, 1/m) = K? _rf’) Z T { ”K(m_l)’w} . (B 10)

Noting that @(m) = w(m™') and using orthogonality leads to

= dm 2t (2n+ Dt
I, :327:/1 mzK(m—l)Zufwan)z {1 cos [IZ(m—lﬂ} (B11)

Invoking the transformation K(m) = K(m™')/ Jm and taking I; + I gives (6.3).
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Appendix C. The initial aspect ratio
For an impulsive kick with real amplitude B, the external forcing function in (3.5)

is
P =212 B(1)cos29,  b(r) = Bi(x). (C1)
The initial vorticity perturbation created by this kick is obtained from the balance

(= %[Zé + eZ{lpy = —4rB[Z( + €Z{]d(t) sin 29 (C2)
in (3.3). Hence, at t = 0", the total vorticity field is
gl 0,0M) = [Zo(r) 4 €Zs(r)] — 4€rB sin 28[Zc(r) + €Zs(r)] + O(€’)
= Zc(k) + €Zs(x) + O(€’), (C3)

where xk = r—4€?rB sin 23. The impulsive kick therefore deforms the vortex elliptically
and the ratio of major and minor axes is given by

1 +4¢*/B| )
=—— —~1 B|. 4
v = 42(B| + 8¢“|B| (C4)
We can relate B and A through the third relation in (3.34), and so
A
y = 1482027 (C5)

7517

The final line in table 2 is calculated using (C5) after evaluating .#; and .#s5. To
determine the critical aspect ratio from the calculations in § 7 we take the limit T — 0
so that y — A4(t). This corresponds to extrapolating the curves in figure 13 to T = 0,
which gives A. =~ 0.9.
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